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The Airspace Operations Laboratory at NASA Amesconducts research to provide a
better understanding of roles, responsibilities, and requirements for human operators and
automation in future air traffic management (ATM) systems. The research encompasses
developing, evaluating, and integrating operational cacepts and technologies fomear-,
mid-, and far-term air traffic operations. Current research threads include efficient arrival
operations, function allocation in separation assurance and efficient airspace and trajectory
management. The AOL has developed powerful air traffic simulation capabilitiesmost
notably the Multi Aircraft Control System (MACS) that is used for many air traffic control
simulations at NASA and its partners in government academia and industry Several
additional NASA technologies have been integrated with théOL's primary simulation
capabilities where appropriate. Using this environment large and small-scale systemlevel
evaluationscan be conducted to help make neaterm improvements and transition NASA
technologies to theFAA, such as the technologies developed und
Management Demonstrationl (ATD-1). The AOL O s rapi d prototyping
simulation capabilities have proven a highly effective environment to progress the initiation
of trajectory-based operations and suppdrthe mid-term implementation of NextGen.
Fundamental questionsabout accuracy requirements have been investigateas well as reat
world problems on how to improve operations in some of the most complex airspaces in the
US. This includes using advancedtrajectory -based operations ad prototype tools for
coordinating arrivals to converging runways at Newark airport and coordinating departures
and arrivals in the San Francisco and the New York metro aread.ooking beyond NextGen
the AOL has started exploringhybrid human/automation cantrol strategies as well as highly
autonomousoperations in the air traffic control domain. Initial results indicate improved
capacity, low operator workload, good situation awareness andcceptability for controllers
teaming with autonomous air traffic systems.While much research and development needs
to be conducted to make such concepts a realitthese approaches have the potential tiouly
transform the airspace system towards increased mobility, safe and efficient growth in
global operations and enabing many of the new vehicles and operations that are expected
over the next decadesThis paper describes how the AOLcurrently contributes to the
ongoing air transportation transformation.
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Nomenclature

ADSA/B = Automatic Dependent SurveillanéaeldressefBroadcast
ADRS = Aeronautical Data link and Radar Simulator

ATD-1 = ATM Technology Demonstraticfi

ANSP = Air Navigation Service Provider

AOL = Airspace Operations Laboratory at NASA Ames
ASTOR = Aircraft Simulation for Traffic Operations Research
ATM = Air Traffic Management

ATOL = Air Traffic Operations Laboratory at NASA Langley
ATOS = Air Traffic OperationsSimulation

DSR = Display System Replacement (Center Controller Workstation in the NAS)
DST = Decision Support Tool

ERAM = En Route Automation Maatnization

FAA = Federal Aviation Administration

FMS = Flight Management System

JPDO = Joint Planning and Development Office

MACS = Multi Aircraft Control System

MSP = Multi Sector Planning

NAS = National Airspace System

NASA = National Aeronautics and SpaAdministration

OPD = Optimized Profile Descent

PBN = PerformanceBasedNavigation

NextGen = Next Generation Air Transportation System

TBO = TrajectoryBased Operations

TBFM = Time-Based Flow Management

TMA = Traffic Management Advisor

TRACON= Terminal RADAR Approach Control

TRL = Techndogy Readiness Level

SA = Separation Assurance

STARS = Standard Terminal Automation Replacement System (TRACON Controller Workstation in the NAS)
TAMR = Terminal Automation Modernization and Replacement
VSCS = Voice Switching and Communication System

. Introduction

OR more than 15 years the Airspace Operations Laboratory (AOL) at NASA Ames has conducted research to

provide a better understanding of roles, responsibilities, and requirements for human operators and automation
in future air traffic managenme (ATM) systems. The research encompasses developing, evaluating, and integrating
operational concepts and technologies for neaid-, and farterm air traffic operationsAt the AIAA Modeling and
Simulation Technologies conferences in 2006 and 201l(bwee sent ed overviews of t he
research with a focus on capabilities and features that were new at that finf®llowing the theme of the
preceding papers, this paper starts with a brief introduction of the main challenges atidsacivil then describes
the current laboratory capabilities with a focus on the most recent improvements. The second part of the paper
provides an overview of theurrentresearch activities.

NASA6s aeronautics r esear c hhatistdl exést imoardhatiants airstrarisporitatiog t h e
system: air traffic congestion, safety and environmental impactsNASAds Airspace Systems
foundational research to enable the development of revolutionary improvements to, and ntomterofzahe
National Airspace System (NAS). The AOL conducts research in support of both, the gradual modernization of the
NAS through a thorough simulation evaluation of AEsm improvements, as well as the development of
revolutionary concepts. Thewg, the AOL engages not only in the integration and evaluation of high Technology
Readinesd evel (TRL) components in a higidelity lab environment, but also in the rapid prototyping of highly
advanced potential future capabilities. Over the past feavsythe AOL, together with other major NASA ATM
laboratories, participated in several research threads that required additional ground automation atetKlight
capabilities developed at NASA Amesd Avi atciOpentiossy st em
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Laboratory (ATOL). A number ofdevelopment activities imecent years were related mategration ofthese
technologiesTheseefforts led to highly capablsimulation platfems across severBlASA laboratories.

In addition to integrating othetechnologiesthe AOL also added many new capabilitiesite simulation
platform, the Multi Aircraft Control System MACSThese include moraccurate emulations of the lat@strmind
Radar Approach Control (TRACOMNden route controller workstation, many advanced scenario editing functions,
increased support for trajectory based operations fromdfikes touchdown, new controller tool prototypes
additionaloptions for configurig system uncertaintieand increased support for autonomous operations. MACS
has been distributed toany partners in government, industry and academia. Several groups have modified it further
to meet their needs, for example to support research on Ueth#arial Systems or single pilot operatiohBACS
is being further improved and geared towards new vehicles and operations, keeping pace with current and future
research needs. Except where noted all displays and functions described in the followamgaseqtart of MACS
and its communication process ADRS. An overview over somgeofdrent capabilities in the AOL is givarext.

II. Airspace Operations Laboratory Capabilities

A. Laboratory Layout
The AOL is located on the second floor of building2B2 at NNSA Ames Research Center. The offices of the

AOL6s research and devel opment team are | ocated direct|
The laboratory extends

across two areas that are i [ | (==l E

close proximity to each other. e —— =

The 2800 are # 1 i"] | # J [ ‘LL“’J_"__EE g

Figure 1 and theH211 area is :—@ L, -',,,_g_u ﬁ@-ﬁ O O Ok

depicted in Figure 2. . tt,_ AO O 6O

There are eight workstations :jj =P Clis ——22 Ta L]’ q"_ Partion

in room 280A and H209 that R R o o T e e e e 14

can be used by the | M3 cfe B 1% | & | &

experimenters to start anc (D D), - O O 0O |

monitor the simulations. 60 alDd o 5 6 Clsll i

workstations are for the use o KNS L I e

simulation participants, [\"\ i i = :

including air traffic — ' —_— '

controlless, ~ air traffic >~ . » £

managers, area supervisor=—= , == B @

multi aircraft pilots and single l/” 277 . T = i

aircraft pilots. The lab is laid 2069157 )=

out for maximum flexibility — f —

in conducting the research Figure 1: AOL 280 area.

activities. All positions can be

combined in one | arge si mul lBetrinoim parallel, opesating assimdepéntent i wo r |

simulations that do not interfere with each other.

E ]

POt Celele[=Tsf" ]
. ;;-: OO0 00O
] H211 ~

H209 >
= 06000 =
i :]1 [WI | ¥ | v I 18 "J“n ] m _]_I_ w—
— 7] 3 s _ ~—.
| JH208\ Ho—0 2D
"Pa o

2 | m Figure 2: AOL H211 area.

3

American Institute of Aeronautics and Astronautics



Downloaded by NASA AMES RESEARCH CENTER on July 10, 2014 | http://arc.aiaa.org | DOI: 10.2514/6.2014-2860

B. Air Traffic Control

There are a total of 23 air traffic control sector positions in four air traffic control rooms (rooms 280E, 280F, H208

and H209). Each room is equipped with a supervisor station, overhead projector and either five or six sector

positions. Figures 3 and 4 show the 280E air traffic control room configured for TRACON operations during a

simulation of ATD1.

] The pictures show thevall projections of a MACSased

based emulations of the Standard Termimaitomation

Figure 4 also shows the supervisor station loa left that

to drive the overhead displays.

Figure 3: Air Traffic Control room (280E) in  Figyre 4: Different view of the Air Traffic Control room

TRACON configuration. _ during simulation in the AOL.
Unlike the TRACON workstations, them route

controller workstations are available in two different look and feel setti
One configuration enlates the Display System Replacement (DSR) t
was in operational use in the NAS for the past two decades. New
2013, MACS can also emulate the look and feel of the Rbute
Automation Modernization (ERAM)radar workstations that are replaci
the DSR in the NAS. Figure 5 shows anroute sector controller positio
with the ERAM keyboard and the MACS emulation of the radar disp
The ERAM emulation in the AOL currently has several of the ba
functions and menus, such as the macros, flight pkadouts, the
continuous range readouts, the meter lists, and supports ESpabific
processing of most of the command line inputs. Additional radar contrg
(R-side) views and functions, as well as various displays that are log
on the ERAM side paheand/or radar associate {f)de) position, are
currently under development in MACS.

In addition to the sector controller positions shown here, MACS A
stations can also be configured for traffic management positions
oceanic controller stations. MAC&| so i ncludes th
ATC workstations, such that they can be used-aand D-Side pairs that g
link display information between each other, such as data tag positiong-gjif
contents, route displays andRihgs.

e 5. En route controller
workstation with ERAM emulation.
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Traffic Situation Display (TSD) on the right wall, and a Traffic
Management Advisor (TMA)timeline display on the back
wall. The sector controller positions are equipped with MACS

Replacement System (STARS). STARS is in operational use
in many TRACONS in the US and will be phased into all
TRACONS under the Terminal Automation Modernization
and Replacement (TAMR) progrdmControllers use the
STARS keyboards for data eptand conduct air/ground and
ground/ground communications via a tablet, which hosts
software developed by Quintron Systems, that emulates the
fielded Voice Communication and Switching System (VSCS).

provides additional access to TMA and traffic data and is used
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C. Multi -Aircraft Flight Decks
The multiaircraft flight
decks are used to contro
the majority of aircraft in a
simulation. Generally one
such pilot station is used tc
control the aircraft that are
on a given controllers
frequency. When the
controller instructs the pilot
to contact thenext sector
on a different frequency,
the pilot selects this new
frequency, which transfer

the aircraft to the muki
aircraft station for that next
sector. Figure 6 shows

typical multi-aircraft :
workstations in the AOL's Figure 6: Multi aircra ft pilot stations in the AOL.
H211 area.

Figure 7 highlights sme of the details encapsulated in the pilot stations. Aircraft flight IDs are shown in
different lists. One list shows all flight IDs that are controlled by a given station. Prompts remind pilots to take
specific actions when necessary.
Some of the recentwork in
MACS has added additional
filtering options for these
reminders, enabling
experimenters to customize them
based on different criteria, such as
route of flight, altitude, flight
rules, equipage and more.

When the flight ID is selected,
the displaysshow the view from
that particular aircraft and the
pilot can use the input devices to
contr ol t hat aircr a;
management computer and flight
control system.

MACS supports using
different aero models. The AOL
and most other labs primarily use
an ehanced point/mass model
Figure 7: Close up view of MACS pilot station. that is designed for ground

focused air traffic management
research purposes. Other laboratories prefer adegreeof-freedom (4DOF) model that adds more aerodynamic
characteristics required for flight deckentered researchaEh model supports the performance characteristics of all
major aircraft types. Scale factors can be used on a per aircraft basis to simulate variations in climb/descent ratios of
individual aircraft.

SR NN
]

s,

D. SingleAi rcraft Flight Decks: emASA Langleyds ASTOR Syst
Several research projects require advanced flight deck operations and equipment, and/or validation of procedures
and phraseology that cannot be easily conducted with MACS'-nmultsingleaircraft flight decks. Therefore,
NASA Langl ey o stiorfor Trafic®Dferatior8 Reseaich (ASTGR)as been fully integrated with the
simulation capabilities in th&OL (see Figure 8)This enables the AOL, as well as other labs at NASA Ames, to

include several ASTOR desktop flight simulators in ATM simulatn . I't also provides NASA
the ability to include MACS capabilities and operator workstations into their simulations.
5

American Institute of Aeronautics and Astronautics



Downloaded by NASA AMES RESEARCH CENTER on July 10, 2014 | http://arc.aiaa.org | DOI: 10.2514/6.2014-2860

Figure 8: One ofeight ASTOR flight simulator stations in the AOL.

E. Air Traffic Management
MACS has provided considerable air traffic management simulation capabilitiesvieralyears now*°. These

capabilities were designed to simulate future trajeeb@sed operations and did not attempt to precisely replicate
existing functions in the f i el-Hdprojedtrthe 8ightpdpc and airotfafficr e s e ar
contol simulation capabilities have been fully integrated with TMA, a fielded metering system originally developed

at NASA Ames. For this integration, the Aeronautical Radar and Data link Simulator (ADRS) (the simulation

communication  network)
has been exteed to
provide data connections tc
TMA that provide and|
consume the same dat
formats wused
fielded host, ERAM and
STARS systems. This
enables NASA and its
partners to evaluate itd
nearterm ATD1 TMA X
functional  enhancementdl|
for terminal meterig in a
realistic environment.

This connectivity also
enables NASA to include
TMA into other projects
focused on trajectorppased
operations, as well as
additional TMA features
and functions. For example.
Figure 9 showsan arrival Figure 9: Integrated arrival management station with MACS (left) and TMA

management stationthat (right) displays.
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comhbines MACS prototype functions with TMA. This statisras used for a recent simulation investigating new
ways to coordinate the intersecting runways at Newark alfpdtis researchvill be described in the second half
of this paper

F. Airspace and Complexity Managment

MACS incorporates extensive capabilities to investigate airspace and complexity management research
guestions. These capabilities include powerful tools for complexity assessment, airspace sector combining and de
combining, dynamic sector redesigndadynamic reconfiguration. These capabilities have been used in various
research projects fONASA and the FAA% Figure D shows a configuration that was used for an evaluation of the
Operational Airspace Sectorization Integrated System (OASIS) advisriptthe AOL™

Figure 10: Evaluation of the OASIS advisory tool in AOL with two MACS displays fol
airspace and complexity assessment and OASIS tablet (center)

G. Manual, Hybrid and Autonomous Air Traffic Operations

In support of more advanced future concepts, MACS incorporates the capability to conduct air traffic operations
at different levels of human/automation function allocation, ranfiogn manual, to hybrid operations, to fully
autonomous air traffic operationg
This capability is achieved by utilizing
NASA technologies for scheduling an
spacing as well as conflict detectio
and resolution, such as th
Autoresolver and TSAFEunctions'**
for resolving mid and shorterm
conflicts by the air traffic control
system, and integrating them wit
digital data communications betwee
the grounebased and the airborng
systems. These functions can
utilized manually by air traffic
controlles or autonomously by the
system or in a hybrid mode based ¢
tolerances that can be selected by t
experimenter or operator. Using these ] ] . ]
functions, studies on evaluating thFlgure 11: Human/autonomy teaming during simulation or

impact of uncertainties on autonomot@utomated separation assurance.
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system functions and on human/autonomy fegntan be conducted. Figurd $hows an air traffic controller
display designed for managing largely autonomous air traffic operations. Green aircraft manage their own
separation; white aircraft are managed by the ground automation. The two aircraéotatigles around them have

been taken over manually by the controller to prevent an undesirable conflict resolution from automatically being
issued by the system. Figur@ &hows controllers monitoring the simulated air traffic system conducting largely
autonomous operations.

Figure 12: Air traffic controller s monitoring largely autonomous operations

Ill. Research Activities in the AOL

Research activities in the AOL afecused on system level evaluations and human/automation integration and
teamingaspects for advanced operati@mabled bynew NASA ATM technologies. The activitieaign with three
major categories and target epochidearTerm Improvementsinitiating TrajectoryBased Operationsand
Increased System Autonomy

A.Near-Term | mprovements
When targeting neaerm improvements to the NAS, typilyathe highest level of fidelity is required to properly
reflect the actual environmerin which new technologies or concepts are to be deployed. By accurately emulating
fielded systems and integrating new technologies into full scale simulations, thee#&Oquickly provide early
estimates of systetevel effects and support design iterations at early stages. This can largely improve the
probability of a successful introduction of new concepts and technologies.

1. Systerlevel Evaluation of ATEL Operatims

NASA initiated ATD-1 to demonstrate increased, more consistent uBeribrmanceBased NavigationRBN),
demonstrate amutomatic Dependent Surveillance SytémBroadcasin (ADS-B-In) spacing application, and
accelerate the transfer of NASA schedulargl spacing technologies for operational deployment. -ATi®a multi
year collaborative effort between researchers at NASA Ames and Langley Research Centers, the FAA, and industry
partners to integrate, mature, and operationally demonstrate Mia8&lope technologies that have attained a
sufficient level of maturity to merit idepth, systerfevel researcin relevant environments

8
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ATD-1 integrates scheduling automati@ygntrollerManaged SpacingdMS) tools, and ADSB-enabledFlight
Deckbased Interal ManagementRIM) avionics 6eeFigure 13). The scheduling system is the Traffic Management
Advisor for Terminal Metering (TMATM) developed at NASA Ames. TMAM represents a significant
advancement from the currently deployed TMA automation systemaorigl | vy devel oped &as part
TRACON Automation System (CTAS) To construct arrival schedules tailored for higroughputContinuous
Descent Operation<CPOs), TMA-TM computestrajectory predictionsising Area Navigation (RNAVjoutesin
the TRACON, rather than simple tranditne estimates, to generate schedules that areomficted at eeh
TRACON merge point
FIM capabilites are 8
implemented using the =}
Airborne  Spacing  for
Terminal Arrival Routes |
(ASTAR) algorithm =
developed at NASA =
Langley. ASTAR uses N -
ADS-B data to provide .
speed command® flight :
crews enabling aircraft to Flight D

u

4 ! eck Controller
precisely  achieve  an Interval _ i U Managed
assigned spacing interval  \ana0ement : g Spacing
behind a target aircraft at a (FIM) (CMS)

specified -bydachieve

point. FIM operations are Traffic Management Advisor
expected to reduce

TRACON controller with Terminal Metering (TMA-TM)
workload and contribute Figure 13: ATD -1 Technologies

additional interarrival precision for increasing the proportion of uninterrupted CDOs achievable with high
throughput.

Although ATD-1 has a distincTRACON focus, operations begin when TMPM acquires each aircraft while it
is still in cruise. TMATM assigns aircraft a runway, and computes estimated -tfragival (ETAS) at the meter
fix, runway, and at intervening metering points (ETARACON fixes where RNAV routes merge). It then uses the
ETAs, together with required spacing infortitm, to assign scheduled times$-arrival (STAs) at each scheduling
point. When an air cr gbf ts preecai cf higesdficadistantar (&ge,i 260 nrhi)ofrom the n
TRACON, TMA-TM locks int h e a iSTAto prdvidedasstable contrarget. Earoute controllerghenbegin
working to 6preconditiondé the aircraft usingndmaket ori ng
sure the aircraftis within the speedontrol margin. Following preconditioning, €aute controlles reestablish
aircraft on RNAV routes (e.g., by clearing aircraft direct to the meter fix), and clear aircraft for CDOs. These
procedures enable flight crews to use their onboard Flight Management Systems (FMSs) to fly efficient profiles
from cruise untilanding (or until a radar vector is required to turn the aircraft to join the approach procedure).

Once a FIMequipped aircraft has been preconditioned and established on an RNAV OPD, the controller may
issue it a FIM clearance. After the crew enters #giired parameters into the onboard system (e.g., an Electronic
Flight Bag (EFB)) and the target aircraft enters AB®%ange, the FIM avionics begiisplayingspeedcommands
to achieve the required spacing at the achbvgoint. For nor-IM aircraft, TRACON cortrollers use the CMS
tools to issue speeds to ensure proper -mtgval spacing while maintaining CDOs. Under nominal conditions,
aircraft should cross the meter fix within their speedtrol margin for correcting residual schedule errors and
adjustingfor disturbances due to winds or other factors insideTtRACON. Because controllers retain separation
responsibility, they may find it necessary to interrupt CDOs or suspend FIM operations if they deem small
adjustments from the nominal speed profileuffisient to maintain safe separation. All of the procedures and
clearance phraseology for these operations are documented inh& G&®ncept of Operatioifs

After a systematic evaluation of component technologies in highly coordinated studies,sadéeggy/stentevel
evaluation of ATD1 operations was conducted in three phases in 2013 and Z0&4e simulationsentitled
Controller Managed Spacing for ATD#5 (CA5) were thredargescale, distributed air and ground simulations
intended to quantifexpected efficiency and capacity gains under realistic operational conditions when using the

ATD-1 groundbasedand airborng ec hnol ogi es. I n thhel 6f)i,r ctondirmu Il &t isomnwof(

traffic using currentday workstations and contrele c hni ques. The s-Bcdoald snmudbadbc ec

TMA-TM and CMS toolswhile thet hi rd si m&l 8B)omddé@@At he Allisimbatonshe t ech
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Figure 14: Airspace for SystemLevel Evaluation of ATD-1 Technologies
used eastand westflow traffic scenarios derived from recad Albuquerque Center (ZAB) and PhoemMiRACON
(P50) traffic that included pegberiod arrivals into Phoenix Sky Harbor International Airport (PHX) in different sets
of historical ZAB truth and forecast winds. Former ZAB and P50 traffic managers opdmafédffic Management
Advisor to create an efficient arrival schedule. Eight former ZAB controllers M#GS ERAM workstation
emulations to meter traffic into P50. Former P50 controllers thenM#&€ilS STARS workstation emulations with
CMS tools to managthe aircraft along efficient descent paths according to the schedule. Eight airline pilots flew
ASTOR desktop flight simulators. Five confederate controllers and eighteen general aviation and corporate pilots
also participated. Controllers managed apprately seventfive arrivals per houtong scenario, along with
approximately two hundred departures and dlights. A map of the airspace used during the CA5 simulations is
shown in Figure 14.

The CA5.1 and CA5.2 systerdlevel simulations suggest thAT D-1 groundtool operations are viable in a full
scale operational environment with controllers who have received only a limited amount of training on the concept
and CMS tools. While their unfamiliarity appears to have contributed to slightly loweptabdiy than would be
expected from experienced controllers, performance generally improved under operations withgfoiubdtools.
CMS tool ratings again were highly consistent with those observed in prior research, with controllers finding the slot
markers most usable and usefll.

CA-5.3 afforded examination of all aspects of AlLDperations in a realistically complex traffic environment.
The TMA-TM used runway allocation and an adaptation updated to include all aircraft types which, particularly fo
PHX westflow operations, typically led to several aircraft scheduled on avessroutes. Digital and questionnaire
data were colleted for all trials, andra currentlybeinganalyzed and correlated with experimenter observations.
Data are expected tprovide detailed information about FIM clearances, FIM in relation tooate flow
conditioning, FIM aircraft behavior relative to the slot markers, FIM operations in crossover situations, FIM speed
commandsFIM spacing performan¢d MA-TM scheduleperformance CMS tool performanceATD-1 Minimum
Operation Performance Standard®!QPS) values and alsopilot and controller training, workload, and
acceptabilityMore information isavailable in*®.

The ATD-1 technologies are being transferred toRé\, with the grounebased technologies represagtcore
components of th& A A deyminal Sequencing and Spacing (TSS)otder to support the technology transition
and t he FAAds the Ariva Metening mradisiom UAAMPS), described nextwas conducted in
the AOL in May 2014
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2. Arrival Metering Precision StudfAMPS)

In May 2014 the Arrival Metering Precisions Stud
(AMPS) was conducted to provide supporting data
the intoduction of ATD1 technologies. The
effectiveness of ATEL groundbased technologies anc
TSS will be impacted by the accuracy at which aircr:
are delivered by Center controllers to the TRACO
boundary. Arrival metering in the @oute airspacés
performed using TimeBased Flow Mangement
(TBFM) equipment, the fieldedersion ofTMA. When
activated this equipnent relays each aircréft STA
and current estimated delay valte the air traffic
controllelss ERAM workstation. The delay countdow:,
timers (DCTs) on theontroller workstatiors can be Figure 15: Options to format the delay countdow
configured with different dvels of precision. The timer
currently available options ardisplaying the delay
rounded to 16 of seconds, rounded to the next minut
or truncated to minutgsee Figure 15)

The first research objective for AMPS was to ass¢ i
the delivery accuracy at tHERACON boundary for the
different DCT resolutions. Theecond question was
aimed at the use of the controller entered speed inter
update the ETA. Prior researéh has shown that not
knowing the speed intent of the aircraft has a signific:
impact on the ETA and DCT accuracy and can
contribute to reduced efficiency and increased control +00:50 at 250 k
wor kl oad. The -Haskdo lfTﬂterVa"ngre 16: Use of controller entered speed topdate the
ManagemenBpeed (GIMS) function will utilize speed pCT.
intent in addition to providing speed advisories. While
AMPS did notuse speed advisories, the speed intent was forwarded to the TBFM prdtotypeeflected in the
ETA andDCT (see Figure 16)

The delay magnitude was varied within each traffic scenario and created by restricting the arrival rate over the
corner post vthin TMA. This led to a nomniform delay distribution with the desired properties, simulating a TSS
environment without actually
populating the entire airspace
DCT resolution and2line speed ; /
condition were varied within
subjects between runslt is
expected that the delay resolutio
has a significant impact on the
delivery accuracy while the use
of the 4" line speed maypave a .
impact on controller workload (5 seconds rounded
and flight efficiency Figure 17
shows a visualization of the
studybés design.

Datafor AMPS wascollected Figure 17: Factors varied for AMPS.
during a simulation of arrival
traffic into the Northwestorner of Atlanta arspace in May 2014 using realistic traffic sampl@&&e primary
participants were fouair traffic controllers that had retired less than a year before the Shdylata analysis is
currently underway and results are expected to be presented later thisinggace and scenarios-used much of
the environment created for studying the impact of trajectory prediction uncertainty on copeditemanceand
acceptalhity of automationdescribed next

10s of seconds 1 minute truncated or rounded

Delay
Countdown
Timer
{(DCT)

Delay Countdown
Timer resolution £

1-minute truncated Delay magnitude

) high: 4-5 minutes (Vectoring)
7" moderate: 2-3 minutes
Low: 0-1 minutes

1-minute rounded

ignore , use
4 line speed:;
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B.Initiating Trajectory -Based Operationg TBO)

The US and Europe have made fdimensional (4D}TBO a primary cornerstone of their air traffic initiatives
NextGeri® and SESAR. The key element of the conceptualiZE8O is that the airline and the ATM negotiate the
trajectory that will be followed by an aircraft. This trajectory should satisfy many of the airline preferences and
include additional constraints, such as controlled times of arrival to improve predigtéduil the a i r trafyc
controllers Initiating TBO is considered a critical step in moving towards NextGen and beyond. Several research
activities in the AOL help evaluate the effectiveness of particular aspeEBfOne study investigated tihmpact
of trajectory prediction uncertainty on controller performance and acceptabilityutoination on a more
fundamental levelAlso, to explore the effectiveness of NextGen technologies and TBO within the most challenging
environment substantiakresearch agvities in the AOL are using the New York area airspacalentify potential
operational improvements. The third TB€lated research activity in the AOL investigates the integration of arrival
and departure trajectory planning and scheduling. All threeities are described below

1. Impact of Trajectory Prediction Uncertainty on Controller Performance and Acceptabiliytomatio

Predictability is a major concern irBO. Without accurate intent informatipa trajectory predictor has to guess
at the faure route, altitude and speed of aircraft. Inaccurate forecasts and models of the environment, aircraft
performance and flight technical errors cause additional uncertainties that will negatively impact the quality of the
trajectory predictions. Given thmany potential error sources in trajecttygsed systems, a fundamental question
has to be answered when deploying new trajedtasged technologies and moving towards TBGHow accur at e
musta trajectory prediction be to support successful NextGen TBCOcce pt s ? 0

The overall approach to addressing the problem was to first condudinfassimulations to identify and
quantify the primary and most significant error soureesl then to run a human-the-loop (HITL) experiment to
determine the controller wkload and performance under variations of the dominant error sources.

The HITL presented air traffic controllers with challenging, but managetible-based metering problems,
formulated specific performance targets for the controllers and then varied the errors and uncertainties to see when
the performance would start degrading. We had postulated that if the automation perfodegraced the
cont ol l ers would have to issue more clearances to corre.
run out of resources and could not issue any more clearaleesxpected to see performance targetddaag met
andthatwe would have founche point at which the automation was not accurate enough anymore.

The following performance targets were chosen

a) Encounter No Loss of Separation (LOS) events

b) Deliver aircraft to the meter fix as accurately as possible, at least within 25 secdmeis STA

The following errors had been identified to be realistic er{wind error
sources and have the biggest impact on the automation performg

A Wind forecast errar

A Aircraft performance errer

A Flight technical errs

Figure B shows the error conditientested in the studyrhey RR | RM | RL
included ano errorcondition, realistc errars (e.g.10 kts winderror, PFFFEE LR | o
5% error in predicted descent performafcas well aslargely Figure 18: Tested combinations c
exaggeratectrror conditions(e.g. 40 kts winderror, 25 % descent,inq forecast error and aircraft

performance). performance error.

error
moderate

error

error

no error
realistic
extra-large

large error

=
=

Other facors that play a role imetering situations are controller technique and task difficulty. In order to gather
a more comprehensive cross section of metering situations we decided to employ at least two different controller
teams with potentially different techniques and to run the error conditions under varying task diffibddties.
details abouttte experimental design and detailed results are preserffed
The mostsignificant findingfrom the studyis depicted in Figre 19. For this analysis, when aircraft crossed the
metekfix, aircraft were classified into one of three groups: on time, early, and late. An aircraft was considered to
arrive at the metefix on time if it arrived within 25 seconds of its STA. Aircrafriving more than 25 seconds
early relative to their STA were considered O6earl yo, é
STA were considered Ol atebd. T h e i ActuahTirheaof Aurisad (ATA), n t hi s
with positive values indicating early arrivals, and negative values indicating late arrivals. Overall performance was
high; 578 of 598 aircraft (97%) were delivered on time. In comparisons by error condition and traffic scenario,
schedule conformancé the meteifix was always at a 94% success rate or higher. Additionally, the raw/ASPA
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values were tested for statistical significance across error condition and traffic scenario. Significant differences in
data were not found in either comparison,id¢ating that the controllers achieved similarly high performance
regardless of error condition or traffic scenario.

100%
90%
80%
70%
60%

m early

50%
M late

40% on time
30%

20%

Schedule Conformance Success Rate

10%
0% —— | - = -— — — — N —

NN RR RL LR RM LL scenario A scenario B

Figure 19: Percentage of aircraft delivered to the metefix either early, late, or on time, whet
compared across error conditions and traffic scenarios

The results suggest that even in the largest trajectory prediction error conditions, controllers were able to learn
how to compensatef the errors and adapt their interaction with the tools to deliver arrival aircraft on time and not
exceed workload limits. In fact, the error conditions exhibited minimal impact on performance; rather, it was other
factors, such as traffic scenario atwbl availability, that had measurable impact on system performéince.
believed that the size of the errors managed by the controllers in this manual condition may prove difficult for a
more automated system built to issue corrective updates autdiyati¢his suggests the opportunity to enhance
research on more faerm concepts and to incorporate corrective learning; much like the controllers did naturally in
the simulation. In the presence of these errors, it is also likely that the transitiora fomntrollefin-the-loop
paradigm to a more autonomous system may be problematic without significant investigation and improvement to
the learning abilities and calibration of the automation and the human/automation teaming concept.

2. New York Oprationd Improvements
The New York area airspace is notoriously complex and demanding, and is responsible for a large portion of the
delays and congestion in the United States. A new research effort was initiated to examine the chronic problems
associated with Ne York, and to develop integrated NextGen concepts that leveraged existing NASA and other
NextGen technologies to reduce delays, increase throughput, and/or improve trajectory efficiencies in this region.
An initial HITL simulation in the AOL addresginthe New York airspace explored the feasibility of a NextGen
TBO solution to address airspace and airport capacity limitations in and around the New York Metréplex
concept, tools, and operational procedures for improving fligitieficy and runway throughput for EWR arrivals
were developedo create a precise, dependammiway sched@ between two intersecting runways. A weehkg
study, conducted in August 2013, explored the feasibility of a new Optimal Profile Descent (ORal)iatwi the
airspace as well as a novel application of the TWM arrival scheduling tool to coordinate high volume arrival
traffic to intersecting runways. In the simulation, four en route sector controllers and four TRACON controllers
managed traffic ibound to EWR's primary runwafgWR22L, and its interseicly overflow runway, EWR11.
TMA-TM was used to generate independent arrival schedules for each ruwhidy a traffic management
coordinator participant adjusted the arrival schedol¢hateach EWR1 followed a EWR22L aircraft. CMS tools
were also provided to assist the TRACON controllemm@maging the arrivaldescending on OPDs.
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Actual Traffic Baseline

Futu

res

Figure 20: Trajectories from 2011/06/27operational data (left), Baseline condition (middle) and Futures

condition (right).

The study compared the throughput and safetgnoéxperimentatonditionlabelled Futuresusingthe TMA-TM

tools with dependentunway schedulingwith a Baseline condition ttat did not. Figure20 shows the lateral
trajectories of the arrivals on OPDs in the Baseline and Futures conditions (5 hours of Baseline and Futures
condition runs, with 190 and 198&mulation trajectories, respectively), compared to 24 continuous hours of actual
operational data for arrivals from ZDC for EWR22L or EWR11 on a clear weather day (June 27, 2011, 316 aircraft
trajectories). The figure illustrates that the OPD RNAYV trajéesoused in tl study resulted in fewer lateral path

deviations than the trajectories from the operational data.

The results suggested that the efficient RNAV descent procedumes compatible with convergirginway
operations using the modifieBMA-TM and the controller tools. Further, the combined use of the tools with the
new OPDs produced a peak arrival rate of 67 aircraft per hour using instrument flight rules (IFR), exceeding the
current maximum arrival rate at EWR of 52 per hour under visugitfliules (VFR). In the Futures condition, the
controllers were able to deliver arrival aircraft precisely on OPDs at a high throughput rate for both EWR22L and
EWR11 runways with less vectoring, fewer lateral path deviations, and a lower workload. mvareantly, a
coordinated schedule across the two inteinsgatinways at a higthroughput rate was successfully managed with
minimal coordination using the TMAM tools. A coordinated schedule allowed the controllers to deliver their
aircraft to the slotmarkers with the assurance that they would result in coffiféet delivery at the converging
runways. The schedule and the slot markers were created taking winds in the account, and therefore the controllers
could deliver the aircraft safely even durinigh wind conditions. In the Baseline condition, the controller needed
to make last minute path adjustments on the EWR11 arrivals in order to pair them with the leading EWR22L

arrivals, resulting in more lateral path deviations.

"Go-Around" Violations

Baseline

W FE2
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o T T
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Distance 22L arrival was from 22/11 intersection (NM)
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Figure 21: Go-Around Violations.
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In terms of safety,
violation data suggested

the"go-around”
that only the Futures

condition couldsafely increase ttoughput
The goearound violations were logged

whenever the arrivals

on EWR1l1l and

EWR22L were spaced todosely to each

other duringlanding. A g

earound violatio

was defined as occurring if the aircraft

landing on EWR11 was

at its threshold and

the aircraft landing on EWR22L had not yet
crosse the runway intersectioandwas less
than 1.5 miles out. FigurelZhows all of the
go-around violations that occurred ithe

study. There were three

goound violation

cases observed in the Futures condition, but
they were borderline cases thas identified
duringa follow-up discussion with aubject

matter experfrom EWR
operations would not
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violation. Therefore, thego-around violations with safety implications occurred only in the Baseline condition
(circled in Figure 2).

A follow-up benefit analysis was performed to evaluate the annualized benefit of the increased traffic once the
realistic wind and traffic demand were taken into accétifthe analysis examined the meteorological conditions
suitable for using the 122L landing runway configurationand estimated the actual resulting potential for
increasing arrival throughput.véation System Performance Metrics (ASPM) data were used to determine the traffic
demand, runway configurations, meteorological conditions, and wind magnitudes/directions during 2007, 2009 and
2012. The annualized benefit analyses consisted of two phytisteptifying the availability of using runway 11 in
addition to runway 22L under favorable wind and meteorological conditions beyond the current level of its usage,
and (2) applying the increased throughput identified by the simulation study to-g2k Htrival configuration that
can be used across antireyear.

Using fairly conservative assumptions about the meteorological conditions, runway usage, and peak demand
characteristics, the analysis showed that th@2l1 runway configuration could havedn used morthan twice as
often during highdemand periods.€., whenarrival demand exceed throughput), which in turn couldaveeither
reducel delays to the impacted aircraft by approximately 15 minutes per ajiaraficreasd the overall throulgput
by approximately 8% 11% per year. This new operation has the potential to deliver even greater benefits if it were
extended to include other runway configurations and demand conditions. The results suggestatbat a
throughputdelay benefit candgained from a modest extension of the T and make a significant impact in
theNew York area

3. Sharing of Airspace Resourc€0AR)

The AOLGb6s r e s e ad onh Shagirrg oofi
Airspace Resources (SOAR)working to develop tools and 0AK
procedures for conducting Metroplex operations wi
arriving and departing aircraft flows that share the sa s
airspace The conceptof shared airspace ITRACONs "3‘
allows more efficient routes by sharing a common airspe #wrzst
across different arrival and departure flows. Aircraft fro
one flow could use the same airspace as another fl
provided there are availablgaps in the latter flowthis
interaction of dearture and arrival flow requirgimely
coordination of traffic by controllerddodeling studies have
zzown that the h_yl:_md use of spatial and temporal SpacFigure 22: Arrival Departure problem addressed

pports more efficient routes X . oo

A first evaluation was conducted in the AGR 2012 M SOAR 1 simulation in 2012
using trajectorybased tools to coordinate departures leaving San Jose airpoghtgaps in the San Francisawda
Oakland arrival streartsee Figure 2). The simulation assessdtie efficiency and safety of 96 departyrdaring
which the SJC towehad a tool todentify departures that could fly through predictgabs in the arrival flow.
Otherwise a safe but less efficient, route was used to keephe departures underneath the arrival flows.
Additionally, the arrival controller was able to contthe SJC departures right after tadf using apointout
coordinationprocedure. Theimulation manipulated the accuracy of departume (accurate vs. inaccurate) as well
as which sectotook control of the departures after tadd® (departurevs. arival sector)in a 2x2 full factorial
design. Results show that coordination time decreased @imb efficiency increased when the arrival sector
controlled the aircraft right after taladf. Also, climb efficiency increased when the departure times vweoee
accurate. Coordination was shown to beritical component of tactical operations sharedairspace. Although
workload, coordination, ansafety were judged byoatrollers as acceptable in teeanulation, improved tools and
coordinationprocedureseemed warranted

(direct)
/| departure

Modesto arrival

Panoche arrival
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Therefore a second
research phase situated i
the New York airspace is
currently underway. In
this  simulation more
emphasis § placed on &
developng tools and [
proceduredor combining §
temporal and spatial §
information  in  the §
complex Metroplex
environment. These tool
prototypes have beer |§P
developed and S
implemented in MACS 8
and include MultiRoute
and RouteCrossingtools
and capabilities  for
departure release &
coordination. Figure 2 "
depicts the MultiRoute Figure 23: Tools developed for the SOAR project.
and RowuCrossing tool
prototypes in an environment in whi€hWR arrivals share airspace with La Guardia (LGA) arrivals.

An example of the use of the Multi-Route,
the Route Crossing Tool and the Arrival &
Departure Timelineto plan a departure and
select a route for EWR departure DAL535
thatis estimatedto crossthe LGA arrival
flow at MOFT2 7.0 nm behind LGA arrival
AAL334 and 9.0 nmin frontof AAL334,

C. IncreasedSystemAutonomy
TBO can be considered a main enabler of many NextGen and SESAR funatidng also an important

stepping stone towards true transformation of the airspace system beyond Next@&mmever, given the mueh
documented limitations of the current systehere also needs to be a fundamental paradigmishifie allocation
of functions between humans and automatitnuly transformthe airspace system towards increased mobility, safe
and efficient growth in global operatigremd enabling many of the new vehicles and operations that will be coming
online over the next decad®sMoving beyondthe humanoperated manuadir raffic management system that we

have today will require highly capable systems that can conduct many operations autonomously as well as effective
human/autonomy teaming strategies that ensure safe and efficient operations. NASA has conducted regearch on a
traffic control operations under higher levels of automation and autofiarmgver more than a decade. In close
cooperation with other researchers at NASA Ames and Langley, the AOL integrated many concepts and algorithms
into the envisioned air traffioperational environments and conducted a large body of fundamental human/systems
integration research that has provided valuable insights into limitations and opportunities of different air traffic

paradigms. The subsequent section summarizes some ofefi@arch. More detad information is available
i~ 2526,2728
in “>eiee,

1. Air Traffic Control Operations under Higher Levels of Automation and Autonomy

In 2008 the AOL started a series of studies focused on safely increasing capacity through new ways of
human/atomation collaboration for separation assurafi¢e studies were conducteuth the overarching goal of
determining whether separation assuraaaotomationcan be integrated into atrr af yc contr ol oper a
acceptable and safe manner. Thesgles investigated a range of issues including the proper lefri@lstomation
for given capacity targets, effominal operationgrom both air and ground perspectives, and sustainedfuikar
mission operations with many tasks allocated to the automatiotihe presence of convective weat and
scheduling constraints.

Overal, it was found thatif properly integratedadvanced air traffic control automatidras the potential to
solve theenvisioned airspace capacity problem. The automation was la&ffettive and robust, and an acceptable
function allocaibn strategybetweencontrollers and automatiobegan to develop:al | ocati ng routine
avoidance to the automation, unusual situations to the controller, and providing information abetérishort
conpicts that gi ves t mdow of oppartundyl duriag whiah tHeyacargietervemitoau g h ~ wi
solution. The studies started to identify the proper balance between the roles of humans and automation to maintain
a consistent and appropriate level of engagement for the controllers. Goatrere comfortable witlthe
automation dealing with several routine tasks without their involverbeihtwvanted decisiemaking authority and
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support in maintaining an overal/l awareness. Tdiee t hree
the allocation of function was less clear, such as handling-s&rartproblems. &edback and results also showed
that further technological developménts necessary t o | mpr ov e ddtectiarjaecarbcg.r y pr e
The need for furtheprocedural developmend govern controller/automatiot@aming and air/ground interactions
wasalso highlighted”.

Following up on the earlier findings a 2012 huniastheloop air traffic control simulation investigated a
gradual paradigeshift in the allocation of functions between operators and automation. Air traffic controllers
staffed five adjacent highltitude en route sectors and, during the course of ameek experiment, worked traffic
under different functioallocation approaches alignedith four increasingly mature NextGen operational
environments(see Figure 24)The traffic was primarily grouneémanagedwith a small percentage of aircraft
conducting airborne seffeparation operationghe four Ne x t Ge nf r @tmeme& r ange ditddyr om nea
operationstonearly fulbp ut omat ed contr ol in which the ground systen
conflicts, issuing strategic and tactical resolutions, and alerting the controller to exceptional circum¥taamces.
study provided ainique opportunity to investigate transitional stages.

MinNextGen

378C =

o 360C

£ 390C

i

The first stage, ACurrent Day o, was designed to prov
addition of ADSB out surveillance datdl'he traffic levels were selected to be represamaof current day peak
traffic levels with a Monitor Alert Parameter (MAP) value of 18 aircraft per sector.

The second stage, |l abeled fAMini mum Next Geno, -introdu
side and 25% of the simulated aircraft. Tthiega communication enabled an automatic transfer of communication of
aircraft from one sector to the next. This eased the controller workload in handling those aircraft. It was expected
that controllers could potentially ignore seHparating aircraft,dcause they had no routine duties with regard to

17
American Institute of Aeronautics and Astronautics



Downloaded by NASA AMES RESEARCH CENTER on July 10, 2014 | http://arc.aiaa.org | DOI: 10.2514/6.2014-2860

them. This stage also introduced more decision support capabilities for the controllers, none of which were
integrated with data comm. So, all control instructions still had to be communicated via veias.Hoped that the

new technologies could enable a capacity increase of 20%, and the MAP value was set to 22 aircraft per sector for
the AMini mum Next Geno.

In the third stage, entitled fiModerate Neeentsgstem®d, t he
on-board the aircraft were integrated with data comm., and 50% of the aircraft were assumed data comm. equipped.
Controllers were able to issue trajectory change instructions to equipped aircraft via data comm. Based upon earlier
research, itvas hypothesized that this environment could enable a capacity increase of 50% over the Baseline and
therefore the MAP value was set to 27 for this stage.

I n the final Next Gen stage, r ef er pravided separatos ssfaida x i mu m
autonomouslyand all aircraft were data comm. equipped. When conflicts were detected, automation computed
trajectorybased resolutions and issued those directly to the flight deck, as long as the computed resolutions did not
violate preset toleraes. Otherwise, the conflict was flagged to the controller for resolution. Prior research had
indicated the scalability of this approach, and therefore the traffic levels were selected at 100% over the Baseline
with a MAP value of 36 aircraft per sector.

Figure 25: Peak aircraft count and workload rating for

Figure 5 contrasts thaneasuredaircraft countto subjectivecontroller workload ratinggand shows thathe
aircraft count increased from the Baseline to the Minimim@Moderate andhe Maximum condition whereas the
workloadstayed constant fdaseline, Minimunand Moderate condition©nly the Maximum condition showed a
significantly lower workload The maximum highly automated condition oufpemed the othersalso the other
metrics, such as flight path efficiency while not compromising safefgr the baseling 2’22

Somewhat unexpectedly it wakso found that the maximum condition achieved the highest situation awareness
and acceptability ratings (as shown in Figuég 2

Figure 26: Situation awareness andcceptability ratings

Conversely the moderate condition was the most problematic, exhibiting more separation violations than the
others (not shwn here) and the lowest acceptability ratings. This indicates that simply adding automated functions
without changing the operational paradigm may be problemBtie. results provide much support for pursuing
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